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Model and Performance Evaluation for Multiservice
Network Link Supporting ABR and CBR Services

Tae-Jin Lee and G. de Veciana, Member, IEEE

Abstract—We consider a “dynamic” model for a link jointly sup-
porting two types of service: rate-adaptive and constant-bit rate
services, e.g., ABR and CBR service in ATM networks. We con-
struct and solve the associated two dimensional Markov chain via
matrix-geometric techniques. This permits an analytical evalua-
tion of performance when such services share resources. More-
over, when constant-bit rate connections are long-lived relative to
rate-adaptive connections (e.g., file transfers), we prove a separa-
tion of time scale result. This leads to a useful approximation that
closely matches the performance in this regime.

Index Terms—ABR/CBR services, ATM networks, Markov
chain, matrix-geometric equation, network model, QBD process,
random environment.

I. INTRODUCTION

RATE-ADAPTIVE service, e.g., available bit rate (ABR)
service in ATM networks [2], is aimed at utilizing the re-

maining bandwidth after other service classes, e.g., variable bit
rate (VBR) or constant bit rate (CBR) service [4], have been
assigned their requested bandwidth. Networks supporting rate-
adaptive service can provide more efficient network utilization
from the network providers’ point of view, and let users econom-
ically share available resources when they have relaxed quality
of service (QoS) requirements. In multiservice networks encom-
passing rate-adaptive/constant-bit rate services, connections are
setup and terminated arbitrarily, so the connection arrivals/de-
partures are “random” in nature. To study thisdynamicsetting,
previous research has focused on performance analysis using
simulations [3], [9]. However, little attention has been paid to
analytical study of performance for such environments.1

Our purpose in this letter is to model a single link (switch)
supporting both rate-adaptive and constant-bit rate traffic and
analyze its performance. In this letter, we consider ABR/CBR
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1There has been previous research on links shared by two types of traffic, e.g.,
in particular in the ISDN context, see e.g., [5]. This work, however, takes a dif-
ferent view on the problem since in our context available bandwidth is shared
via a processor sharing service discipline rather than a first come first served
(FCFS) service discipline. In addition, connection-level performance is consid-
ered in ours.

Fig. 1. A model of dynamic ABR and CBR connections to a link.

traffic as representatives of rate-adaptive/constant-bit rate
service. The ABR connections we are considering are the ones
for file transfers with random amount of data (bits) to transmit
while there may be other applications using ABR service, for
example, LAN-to-LAN connections. In a dynamic network
environment, the number of connections and thus bandwidth
occupied by CBR connections changes dynamically over time
leading to varying available (remaining) bandwidth for ABR
service. So it can be considered that ABR connections are
operating under randomly varying bandwidth environment due
to the dynamic CBR traffic.

II. M ODEL

Consider a single link with capacity shared by CBR and
ABR connections (see Fig. 1). CBR connections arrive at the
link as a Poisson process with rateand have a connection
holding time with exponential distribution and mean .
CBR connections are assumed to require unit bandwidth. So
the number of CBR connections that the link can admit is no
more than .2 If the link is full of CBR connections, further
CBR connections are blocked until there is enough bandwidth
to accommodate them.

In addition, ABR sessions enter the link as a Poisson
process with rate , and the amount of work (bits) to be
transmitted is exponentially distributed with parameter.
Thus the average volume of bits per ABR session will be .
We assume that ABR sessions share the available resources
fairly in the max-min sense [1], and the available resources
are the remaining bandwidth among total capacity once CBR
connections are allocated their bandwidth. Since the available
bandwidth is allocated fairly among the ABR connections, they
may experience connection delays when the link is congested,
i.e., ABR connections are not allocated enough bandwidth. We

2In case CBR requires bandwidthb instead, the number of possible CBR con-
nections to the link will beC=b.
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assume a bandwidthhas been reserved for ABR connections
to ensure the stability of the system.

III. A NALYSIS

We can formulate a two dimensional Markov chain for the
model, in which a state denotes a numberof CBR con-
nections and of ABR connections, see Fig. 2. Let de-
note the stationary distribution for the numbers of CBR and
ABR connections. The transition rate from to is

, the rate from to is , the rate from
to is , and the rate from to is , where

is the effective service rate of ABR
sessions when CBR connections are present. We let the re-
served bandwidth and to guarantee the stability
of ABR connections. Let
be a row vector of the stationary distribution whenABR con-
nections are present.

The model can be studied using a QBD process [7] and the
following balance equation is formulated [8]:
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Note that the diagonal structure of the matrixcorresponds to
a QBD process [8]. Thus (1) has a matrix-geometric solution

(2)

where with , which is a bal-
ance equation of M/M/C/C queue (CBR connections). Also
is the minimum nonnegative solution to the following equation

(3)

Fig. 2. A Markov chain for the model.

with boundary conditions for

where .
In general it is difficult to find a closed form solution to (3).

One can however solve for matrix numerically. In this case
the average number of ABR connections is given by

(4)

and by Little’s law, the average delay of ABR connections

(5)

IV. A PPROXIMATION

If the set-up and tear-down of ABR connections is fast rela-
tive to that of CBR connections, i.e., ABR is operating in faster
time scale than CBR3 then we expect the system might exhibit
a simpler quasi-static behavior. This is formalized by the fol-
lowing theorem (see [6] for proof).

Theorem IV.1:Suppose with fixed,
then

where with , and
with and .

The theorem implies that as increases and decreases,
the joint stationary distribution of ABR and CBR connections
can be expressed as product of two simple distributions—
is a stationary distribution of M/M/C/C queue and is a
stationary distribution of M/M/1 queue with service rate.

Letting diag , we can ap-
proximate the matrix by , which is

3For example, CBR connections for video transmission are long-lived while
ABR connections for small data transmission are short-lived.
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Fig. 3. Ratio between time scales whenr = 9 kbps.

independent of CBR transition matrix. Based on this approx-
imation and by (4), the approximate average number of ABR
connections will be

Note that, in the approximation, from the ABR connections’
point of view, the link corresponds to M/M/1 queue conditioned
on that the number of CBR connectionsbeing fixed. The ap-
proximate average delay experienced by ABR connections is

(6)

V. EXAMPLE

In this section, we present an example applying the perfor-
mance results. We consider an OC3 link with capacity
Mbps and CBR sessions requiring Mbps bandwidth corre-
sponding to MPEG sources. The parameters

conn./hour, M–144 kbits/conn.,
and kbps are used.

The proposed approximation is based on the idea that ABR
connections might come and go much faster than CBR connec-
tions. Thus conditioning on a given number of CBR connec-
tions, we might assume the distribution of ABR connections
has reached “steady state.” In order for this to be the case, the
time scale on which the number of CBR connections in the
system changes should be slow relative to that on which the
ABR “queue” reaches steady state. To determine when this is
the case, we compute a ratio between these time scales.

The ratio between the time scales is given by [6]

where and .
Based on this ratio we can approximately see when our

approximation might hold. For example, if the ratio is small
enough, say 0.05, then we might conclude the time scales are
separated. Fig. 3 illustrates how is ratio varies as CBR and ABR

Fig. 4. Average delay as� (CBR) changes for a given� = 10 (ABR) with
r = 9 kbps.

arrival rates change for the operating condition. Fig. 4 shows
the average delay aschanges. We note that the approximation
yields conservativeaverage delay estimate (5) compared with
that of exact analysis (6), which can be used for the design, see
[6]. Further result on blocking probability of constant-bit rate
connections, the effect of, design of link’s capacity are also
addressed in [6].

VI. CONCLUSION

We have considered a single linkdynamicmodel supporting
rate-adaptive service and constant-bit rate service. By formu-
lating a two-dimensional Markov chain and solving a matrix-
geometric equation, we have analytically determined the av-
erage connection delay for rate-adaptive connections. The joint
distribution of ABR and CBR sessions has been shown to be ap-
propriately captured by a quasi-static approximation when both
services operate at different time scales. We believe the result
provides a first step toward performance analysis and design of
multiservice networks including adaptive services.
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